
Emotional Voice Detection using MFCC for Bunraku Chant

Zhou WENTING
Tsukuba University, Cave Lab

Abstract
The popularity of artificial intelligence has brought about the vigorous development of speech

recognition. Speech emotion recognition is also a technology that has attracted much attention in

recent years. This research considers the application ofspeech emotion recognition to Bunraku, a

traditional Japanese culture. Since training data has a great influence on speech emotion recognition,

and Bunraku of traditional culture does not have such an emotion data set, we consider using the

general speech emotion corpus JTES ! ] to detect Bunraku's emotions. Discuss whether this method

is feasible.We build four classifiers with MFCC as the main feature, two SVMs using the SMO

algorithm, and two DNN models. Then use Bunraku data and JTE,S corpus to train the classifiers,

and the precision of SVM is 49.107o/o and 50%, the precision of DNN is 50.893% and 52.778%o.

Finally, we compared the features of the two datasets and verified the feasibility of detecting

Bunraku emotions with the JTES corpus.
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Introduction
Bunraku is one ofJapan's traditional theater arts. lt is performed by a narrator, a shamisen player and

puppeteers, and expresses colorful stories through puppet. ln addition to expressing the emotions of
puppets through body movements, the voices of narrator and shamisen are also important expression

media.

With the rapid development of artificial intelligence, the interaction between computers and

humans has become more and more. Speech recognition technology is an important part of human

computer interaction. In addition to semantic recognition, emotion recognition is also particularly

important [2]. Therefore, speech emotion recognition has received extensive attention in recent years.

lfcomputers can accurately recognize human emotions, they can better understand the user's intentions

and effectively improve the quality of human computer interaction. In addition to the emotion

recognition of speech, the emotion rec.ognition technology of music is also gradually developed. M.

A. Casey et al. [3] proposed a method of digital music emotion recognition, which can use commonly

used acoustic characteristic parameters for emotion recognition. Nowadays, a large number of songs

are released through the lntemet and stored in large digital music databases, and the most commonly

used words for retrieving and describing music are emotional words [4].

This research considers the application of speech emotion recognition in Bunraku chant. Emotion

recognition of traditional music is more difficult than that of normal music, because the training data

set has a great influence on speech emotion recognition. Many researchers have produced emotional
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corpora ofmodem music, while traditional music rarely contains data with emotional labels. In speech

emotion recognition, language also has a great influence on the recognition elTect [5]. people in

different countries and languages have ditTerent features of expressing emotions. However, the

emotional corpus ofJapanese songs is not much. so in this research we consider the Japanese speech

corpus. Whether the emotion ofBunraku chant can be accurately identified through the normal speech

corpus is the purpose of this research.

Figure 1. The six basic human emotions
(lmage source: "The Minds Journal"2)

Bunraku
Bunraku is periormed by a narrator, a shamisen player, and three puppetee$, called ,,Sangyo,,, which

means three professions. This thesis will mainly study the emotions expressed by Nanator,s voice. the

narrator expresses Bunraku's emotions tl ough voice changes and nanative skills, portraying the

emotions ofeach characler with voice.

The fragment ofthe experiment in this thesis is rhe Sugisakaya. Sugisakaya is the first scene of
the 4th act of "lmoseyama Onna Teikin"r). The Bunraku data used in this research comes from the
Osaka University of the Arls in March 2017. This study uses the video of Sugisakaya taken at that
time as the original data. and extracts audio from the video. The audio is divided into three segments
wilh durations of2 minutes 32 seconds. 5 minutes 26 seconds, and 3 minutes l3 seconds.

JTES
since this research is based on Bunraku and Bunraku chant is Japanese, the Japanese voice emotion
database is selected rhis study uses the emotional sound corpus Japanese Twitter-based emotional
speech (JTES) I I. The data set includes 50 sentences for each oflhe four emotions of.joy. anger. sad,
and natural, and the colloquial sentences exp.essing emotions in Twitter, taking prosodic balanced into
consideration. There are 20,000 speech fragments of I00 people with 50 people each for male and



female.

This data set uses a discrete sentiment model. The corpus is a simulated emotion corpus, that is,

the speaker is allowed to imitate different emotions to read the specified content. This method has

strong operability and easier data acquisition. And the obtained corpus meets the emotional

requirements and is highly distinguishable.

Figure 2.A fragment of Sugisakaya

お三輪   イヱイエイヱ、私がまだ用がある。いなすことはなりませぬ

姫    イ ヤヽ、こゝには置きはせぬ。邪魔せずと、そこ通しゃ

と、手を引っ立て 立ヽち出づれ!ム

お三輪   イヤ放さじ

とお三輪もまた、あなたへ引けばこなたへ引く、訳も渚にたはれる雁、つばさ振袖振り分

け姿、恋を争ふその折から、

Mel‐Frequency Cepstral Coefrlcients(MFCC)

MFCC was proposed by Davis and Merrllelstcin in 1980[6],and iS a feature widely used in automatic

speech and spcakcr recognition,and has also becn uscd in music classincatiOn in recent ycars

We compare the MFCC ofdifferent emotions in Bunraku and JTES.Bunraku dtta sclcct 4 votcs

data Equal amounts ofdata werc randomly selected for comparison in JTES.Bunraku's MFCC(卜 12)

are generany sma‖ cr than JTES Thc specinc comparison is as foHows.Thc horizontal axis is the

differcnt data,and the vcrtical axis is the valuc ofthe feature

MFCCl,the va:ue ofjoy in both datasets k thc smallest.MFCC2,the dist‖ bution ofeach emo■ on

is different.MFCC3,the distribution ofcach emotion is diffcrcnt MFCC4,the value of angerin both

datascts is the smalcst,the value ofsad is siinila■ MFCC5,the distribution ofcach cmotion is diffcrcnt

MFCC6,the value ofsad is similar MFCC7,thc distribution of each cmotion is differcnt MFCC8,

the valuc ofjoュ ncutral,sad arc similar MFCC9,thc value of anger in both daasets is the smallest,

the vJue ofjoy and sad are simila哺 4FCC10,the dist面 bulon of each cmolon is dffcrent,but the

value ranges arc dmila■ MFCCll,中e valuC Ofjoy is similar MFCC12,thc rangc ofvalucs for each

emotion is similar.and thc distribu● on ofangeris thc highest among the four emotions.Somc MFCC

arc shown in Figure 3.

Speech emotioll recognition

やbice is a ve■ / important 、vay for humans to cxpress cmotions. Human voiccs contain a lot of

inforlnation ln addition to scmantic inforlnation expressed through language,thc speakcr's idcnti″

inforrnation,etc.,there is also cmotionalinforlnation When thc same pcrson spcaksthc samc scntence

、vith differcnt emotions, differcnt semantics can bc conveyed Humans can capturc the cmotional

changes ofthc speakcrthrough voice,such as changesin intonation,volume,or special modal particles

Specch emotion rccognition is the silnulation ofthe abovc― mentioned human emotion perccption and

understanding of spccch through a computcr.Thc computcr extracts thc sound fcaturcs in the spccch

signal,leams the correspondencc be● veen these fcaturcs and emotions,and makes predictions
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Figure 3. MFCC of Bunraku and JTES
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Speech emotion recognition is used in many aspects, such as driving safety. Nowadays, voice

interaction devices in vehicles are gradually becoming popular, and voice emotion recognition is also

beginning to be used to monitor emotions and improve driving safety. When the driver is in an

emotionally unstable state, it will increase the risk of driving. lf the system can provide reminders or

care based on the driver's emotions, it can improve the driving experience [7]. Voice emotion

recognition is also used in polygraph detection. The voice emotion recognition system can assist the

polygraph to detect the tension or anxiety ofthe speaker according to the rhythm and pitch ofthe voice.

More applications include patient emotion detection [8,9] and automatic translation [10].

There are two main types of emotion models commonly used today. One is the discrete emotional

model, which is the model used in this research. Another type of emotion classification is the

dimensional emotion model, which can be constructed in a two-dimensional or higher-dimensional

space to describe continuous emotions. This emotion model is more detailed in the classification of

emotions, and each of the above emotions can be represented by dimensions.

Data preprocessing
The bunraku data used in this research is extracted from the video. The audio contains noise. The data

must be denoised first. Then the Bunraku data in this experiment was extracted from the video, the

voice ofthe narrator and the shamisen appear together, without a separate sound source. The training

data set JTE,S used in this study is pure human voice, so we need to separate the human voice from

the shamisen sound.

Figure 4. Waveform of Sugisakaya first segment 40s to 60s

Then divide the processed bunraku data into phrases according to the lyrics. Since the audio is

not a continuous complete segment, using "lmoseyama Onna Teikin: Commentary' Sugisakaya" r) 3

reference, t sorted out the lyrics that appear in the audio. The Sugisakaya audio has a total of 11

minutes I I seconds, divided into219 phrases. I invited 4 native Japanese speakers to judge the emotion
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of Bunraku data. The reference emotion is determined according to the number of votes, and the

emotion with the largest number of votes is selected as the final emotion. The number of votes is

shown in Table.

Figure 5. Waveform of denoised data and narrator voice and Shanmisen sound
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Tabie l.Voting result

Number of votes Count
2 20+15
3 72
4 112

Total 219

Among the data with 2 votes, l5 of them are 2 to 2, and the emotions cannot be determined. each

of these l5 data has two emotions. we will not discuss these l5 data later.

Use OpenSMlLE [1], where feature set INTERSPEECH (2009) [2] is used to extract the

features of JTES and Bunraku data. ln addition to the 384 features of INTERSPEECH (2009), there

are also the name feature and the class feature. A total of386 features.

Classifier
We use JTES and Bunraku (4 votes) as training data to test the classification of emotions. SVM and
DNN are chosen as classification models. Sequential minimal optimization (SMO) is an efficient
optimization method of SVM dual problem, mainly used to solve the optimization problem of SVM
objective function. SMO is proposed by John C. Platt tl5l. SMO decomposes a large optimization

Table 2. Extracted features

384 features oflNttERSPEECH(2009) numeHc
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problem into multiple small optimization problems to solve, and the sequential solution results of these

small optimization problems are consistent with the overall solution result, but the calculation time is

greatly shortened. Build SVM and DNN models for the two datasets respectively.

Assuming that y; is the predicted value and x; is the true value, the evaluation standards are,

Precision : Correctly Classified Instances/Total Number of I nstances
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Tabie 3.SVM(10‐ fOid Cross Va‖ dation

traininq set Precision RA匡 RRSE
」丁ES 7575% 73954% 81355°/0

Bunraku 50893% 101844% 102321%

For JTES as training data, our DNN consists ofan input layer,4 hidden layers and an output layer.

Using the Adam [14] optimization. it is a first-order gradient-based stochastic objective function

optimization algorithm. To avoid overfitting, we added dropout, ignoring 20Yo of the nodes in each

layer. There are 4 neurons in the output layer, corresponding to the four categories, using the softmax

function. Where x1(i : l, ... ,n) is neurons, a-r is the weight, b is the bias, C is the number of output

nodes, that is, the number ofcategories.

Because the amount of Bunraku data is small, for Bunraku data as training data. we design a

simpler DNN.The structure of DNNs are shown in Table 4'
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Table 4. The structure of DNN(leftJTES, right- Bunraku)

Model: 'sequential'

Layer (type) Output Shape Patam #

dense (Dense) (None, 51 2) 197120 Model: 'sequential'

dropout (Dropout) (None, 51 2) Layer (type) Output Shape Param #

dens 1 (Dense) (None, 1 024) 525312 dense (Dense) (None, 5'12) 197120

dropout 1 (Oropout) (None,1024) dropout (Dropout) (None, 512)

1049600 dense_l (Dense) (None,1024) 525312dense_2 (Dense) (None, 1 024)

dropout_2 (Oropout) (None, 1024) dropout 1 (Dropout) (None,1024)

dense 3 (Dense) (None, 1 024) 1049600 dene_2 (Dens) (None,1024) 1049600

dropout_3 (Dropout) (None, 1024) dropout 2 (Dropout) (None, 1024)

dense 4 (Dense) (None, 4) 4100 dens_3 (Dense) (None, 4)

Total params: 2,825,732
Trainable params: 2,825,732
Non-trainable params: 0

Total params: 1,77 6,1 32
Trainable params: 1,77 6,1 32
Non trainable params: O

Result
We use all the JTES data and 4 votes Bunraku data as training sets to train the four models separately.

For the model using JTES as the training set, all Bunraku data are tested and counted separately. For

models trained with 4 votes Bunraku data, test Bunraku data with 2 votes and 3 votes. The test results

are shown in Table 5.

Tabie 5.Ciassification resuit

Ciassifier Number of votes Count Correct count Precision
(JTES-SVM) 2 20 7 35%

3 72 32 444440/O
4 112 55 49107%

Total 204 94 46078%
(JTES-DNN) 2 20 10 50%

3 72 33 45833%
4 112 57 508930/O

Tota 204 100 492000/0
(Bunraku-SVM) 2 20 6 30%

3 72 36 50%
Total 92 42 45%

(Bunraku-DNN) 2 20 10 50°/0

3 72 38 52278%
Total 92 48 52174%

Since the training data used by the second classifier is four votes'data, we use three votes' data
to compare the test data.
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Tabie 6.Classification effect
classifier traininq data test data Precision
1-S∨M 」TES three votes 44444%
2-DNN 」TES three votes 458330/O
3-S∨ M four votes three votes 50%
4-DNN four votes three votes 522780/0

JTES has morc data,20,000,、 vhile four votes'training data is only l12 Ho、 veveL Bunraku sti‖

pcrforlns bctterthan JTES as a training sct ifthcrc is enough Bunraku emotion data,the classincation

cnttct is bctteL but for Bunraku,which docs not have a largc cmotional corpus,the Bunraku cmOtion

detected by JTES as a training sct sti‖ has reference value.In genera!,the modcl ofJTES as a training

setis not much diffcrcnt from Bunraku.It can be said thatitis fcasible to usc」 TES to detect Bunr2kuis

emotions.

Discusslom

in this research,we discussed Bunraku's cmotion detection mcthod.n/e proposc thc feasibili″ of

detecting bunraku cmotions、 vith daily emotion corpus. Because the traditional culture of Bunraku

does not have existing emotional labels,、 ve try tO use the JTES corpuS tO prcdict Bunraku's emotions.

SVM andI)NN wcrc traincd using speech emotion corpus,and its effect、 vas discusscd.And apply it

to Bunraku data to predict Bunraku emotions.Then、 ve traincd Sヽ′M and DblN using Bunraku datato

comparc the classincation cnbcts ofthe two SVMs and"vo D■ lNs

Wc preproccsscd thc data,including noise reduction and scparation of thc narrator's voice The

bunraku data、 ″as divided into 219 phrases according to thc lyrics,and four nativc Japanese speakers

wcre in宙 ted to judge the bunraku data.Finally got Bunraku's emotional!abel by voting in thc

experimcnt,、 ve usc a SVM traincd on thc JTES corpus to prcdictthc cmotion of Bunraku data.Thc

precision ofthrcc votcs is 44.444%,thc prccision of fbur votes is 49.107%.Usc DNN,the precision

of threc votes is 45.8330/0,thc prccision of four votes is 50 893° /。.Then、ve use the Bunraku data of

thc four votcs as thc training data.The precision ofSVM forthree votcsis 50% The precision of D「 lN

for three votes is 52.278%

Wc analyzc thc consistency ofMFCC,the main fcaturc uscd to train the model,on Bunraku and

JTES.And thc cffcct ofJTES and Bunraku as training sct modcls are similaち we verl,the feasibiliり

of JTES to detect Bunrakuis emotion.

Appendix

l.httpsノ /di ndi gojpAnfoindり p/pid/1024775/4?tocOpcncd=1

2  httpsプ/themindttoumal COm/basic― cmojons―and― how― thcy― afFcct― us/
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MFCCを 用いた文楽語 りの感情音声検出

周 文嬉

(筑波大学大学院 )

【要旨】

人工知能 (AI)の普及にともなって、AIを用いた音声認識も急速に発展している。その中

でも音声感情認識が近年注目されている。本研究では、日本の伝統文化である人形浄瑠璃

文楽の語 りに音声感情認識の適用することを検討する。音声感情認識には学習データが大

きく影響するが、文楽にはそのような感情データがないため、一般音声感情コーパス 」TES

を用いて文楽の語 りから感情表現の検出を試みた。MFCCを 主な特徴とする 4つの分類器、

SMOアルゴリズムを用いた 2つ の SVM、 および 2つの DNNモデルを構築する。そして文楽の

語 りとJTESコ ーパスを用いて分類の機械学習を行つたところ、SVMの 精度は49.107%と 50%、

DplNの精度は 50.893%と 52.778%で あつた。最後に、2つのデータの特徴を比較 し、JTESコ

ーパスを用いた文楽語 りの感情表現検出が可能であることを検証 した。

キーワー ド:文楽語 り、感情音声検出、SVM、 DNN、 MFCC
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